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Abstract:  Object detection is one of every 

Driver Autonomous System (DAS) 

capabilities. However, the object detection 

results currently used are limited to 

detecting large objects, whereas for small 

objects less than 80 * 80 pixels, the 

detection accuracy can be less than 60% 

when using YOLO. Based on the low object 

detection accuracy results above, this 

research will try to increase the number of 

grids in the YOLO input image from 7*7, 

10*10, 13*13, 16*16 and 19*19 in the 

YOLO input to improve object detection 

accuracy small in size. The image data 

obtained is divided into two parts: 70% for 

training data and 30% for testing. From the 

results of tests carried out on objects 

measuring 80 * 80 pixels with a grid of 7 * 

7, it is known that the accuracy of the 

detection results reaches 90%. Meanwhile, 

the number of grids 10 * 10, 13 * 13, 16 * 

16  and 19 * 19 is still under further testing. 

 

INTRODUCTION 

Object detection is a task in computer vision widely applied in the field, 

including in watersheds. This object detection must be done on the DAS to avoid 

collisions with surrounding objects. However, as is known, there are many objects in 

the environment around the DAS; complex and object detection that the DAS has must 

have a speed that matches the speed of the DAS and be able to detect small objects so 

that there is no delay in making decisions to avoid collisions. 

To overcome the above problems, several studies related to object detection have 

been carried out, including those carried out by (Viola & Jones, 2001), (Viola & Jones, 

2004). However, in this research, the object detected was specifically for human face 

detection, and the results obtained stated that the algorithm was very well designed, 

could be run on a low-specification computer (Pentium 3), and had high accuracy. 
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Furthermore, there is also other research conducted by  (Navneet & Triggs, 2005) 

which tries to use the Histograms of Oriented Gradient (HOG) method to detect an 

object. Even though the HOG method can determine the vector and edge direction of 

the shape of an object, HOG cannot yet be used to decide whether the object is 

detected by a human or something else. For this reason, the HOG method for object 

detection is always equipped with the Support Vector Machine (SVM) method. Then, 

the research results (Navneet & Triggs, 2005) repaired by (Redmon et al., 2008), (F. 

Felzenszwalb et al., 2009), (Felzenszwalb et al., 2013) his research stated that the 

objects contained in the image could be recognized with training. Research related to 

object detection is still an interesting topic, so other researchers continue to try to 

improve the shortcomings of existing research results, as can be seen from the 

subsequent research carried out (Alex et al., 2012),  (Herdianto & Nasution, 2023). 

The results of this research state that it can detect and classify objects in large numbers 

but still has the disadvantage of being slow > 0.010FPS in detecting objects. Then 

there were improvements made by  (Girshick et al., 2014), (Girshick et al., 2016), 

(Girshick, 2015), (Ren et al., 2017), (He et al., 2017), (Redmon et al., 2016), (Redmon 

& Farhadi, 2018).  Each study proposed improved methods known as Fast CNN, 

Faster CNN, Mask CNN, and You Only Look Once (YOLO). With the Fast CNN 

method, the detection speed increased to 0.5 FPS, then improved again by Faster CNN 

to 7 FPS and YOLO to 45 FPS.  

Even though YOLO has the detection speed as expected, it still has shortcomings 

in detecting small objects. Therefore, in this research, YOLOV4 will be tried to detect 

small objects.  

 

RESEARCH METHODS 

YOLOV4 is a type of deep learning that can detect objects. The learning stages 

in YOLOV4 to detect objects are illustrated in Figure 1, where the input image is 

divided into a grid with a matrix size of 7*7. In this research, YOLOV4 will be tried 

with different numbers of grids in the input image: 7*7, 10*10, 13*13, 16*16, and 

19*19. For each number of grids tested, the accuracy of the detection object will be 

evaluated. 
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Figure 1. Object of research carried out 

RESULTS AND DISCUSSION 

The data used for training and testing was obtained from Kaggle with a total of 3 

object classes (birds, fish, bees) and each class contained 2, 128, 49 objects. Then the 

data for the fish and bee classes was obtained in two parts. part namely 80% training 

and 20% testing. Next, so that the YOLO network used can correctly determine the 

class names and dividing boxes formed, the YOLO network is trained. 
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 Figure 2. YOLO network training process 

The working process of training the YOLO network can be explained as follows: 

before the image data is trained, the class is first labeled, the center point of the 

bounding box coordinates (x, y) along with the width and height which will later be 

changed to a value between 0 - 1 See Figure 3, these values are the output in YOLO. 

 

Figure 3. Conversion results into 0 – 1 for class, x,y, width and height 

0 represents the class name, 0.319531 0.351389 represents the center point of the 

x,y bounding box, and 0.057813 0.061111 is the width and height of the bounding box. 

Furthermore, every object with an input image that is larger than 448 * 448 will be 
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reduced to 416 * 416 * 3 because of Red Green Blue (RGB). Then, the convolution 

process is carried out for several layers with different window sizes for each layer 

used, and the output of the YOLO layer will be smaller than the layer above it. The 

purpose of this convolution is to obtain the characteristics of each object being trained. 

Table 1. Image pixel values 

1 1 1 3 

4 6 4 8 

30 0 1 5 

0 2 2 4 

 

The pixel values in Table 1 are convoluted with a 2 * 2 filter so that they become 

like Table 3. 

Table 2. Filter values 

1 0 

0 1 

 

Table 3. New pixel values resulting from convolution 

 

 

 

At each YOLO convolution layer, the Rectified Linear Unit (RELU) activation 

function is used so that if there is a negative pixel value, the output will be 0, and if the 

pixel value is positive, the output will be the same as Table 3. Next, the pooling 

process is carried out from the RELU output if the image pixel value from RELU has a 

value like Table 4 then what is taken is the largest value from each filter so that the 

new pixel value is like Table 5. 

Table 4. Pooling pixel values 

1 4 3 2 

2 5 10 17 

10 32 24 20 

15 20 11 6 

 

Table 5. Pooling results 

 

 

 

7 5 9 

4 7 9 

32 2 5 

5 17 

32 24 
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After the RELU process is complete, flattening is carried out which changes the 

image from 2 dimensions to 1 dimension. The illustration is shown in Figure 4. 

 

 

 

Table 6. Flatten process 

 

 

 

              2 dimensions 

                                                              1 dimensions 

 

After the flatten process is complete, followed by fully connected, here the 

YOLO output is placed. 

 

Figure 4. Fully connected 

 

Figure 5. Error correction in YOLO training 
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24 
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Figure 5. Shows the error correction process during training where the training 

will stop when the predetermined error tolerance value has been reached. 

 

                             a                                                                     b     

 

 

 

 

 

 

 

 

                                                                      c 

Figure 6. Object detection results from YOLO predictions 

Table 7. Accuracy of YOLO object detection prediction results 

No Object name Accuracy of prediction results (%) 

1 Bird 90 

2 Fish 92 

3 bee 92 
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CONCLUSION 

The test results show that the method applied with a number of grips of 7*7 on 

objects measuring 80*80 produces object detection accuracy of up to 90% on three 

objects, namely birds, fish and bees. Meanwhile, testing for grids 10*10, 13*13, 16*16 

and 19*19 is still in the testing phase. 
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